
Exam Econometrics II

August 24, 2016

Instructions: Write your identi�cation number on each paper and on the
unnumbered cover. Answer each question on separate sheets of paper. If you
think that a question is vaguely formulated, specify the conditions used for
answering it.

Good luck! Peter Fredriksson
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Question 1 (10p)

The Kernel density estimator for the density at a particular point (x0) is given
by

f̂K(x0) =
1

Nh

∑
i

K

(
xi − x0
h

)
where N denotes sample size, h bandwidth, and K(·) the Kernel. The bias and
variance of this estimator are given by

BIAS =
1

2
h2f ′′(x0)

ˆ
z2K(z)dz

V AR =
1

Nh
f(x0)

ˆ
[K(z)]

2
dz

where z = (xi − x0)/h

a) What are the conditions for point-wise consistency?

b) De�ne a criterion for choosing the bandwidth optimally. Use this
criterion to show how the optimal bandwidth relates to sample size.
(The full derivation is not required. But you should use a couple of
key equations to show the precise relationship between the optimal
bandwith and sample size)

c) Does the optimal bandwidth satisfy the conditions for point-wise
consistency? Explain.

Question 2 (10p)

Consider the following model

Yi = β0 + β1x
∗
1i + ui

x∗1i is measured with error. Rather we observe

x1i = x∗1i + vi

where the measurement error is purely random (such that COV (x∗1i, vi) =
COV (ui, vi) = 0). We thus estimate the model

Yi = b0 + b1x1i + ei

a) Derive an expression that relates the estimable regression coe�cient
(b1) to the true regression coe�cient (β1)

b) Suppose you add another regressor (x2) to the model. Does adding
another regressor increase or reduce measurement error bias? Ex-
plain. (assume that x2 is not measured with error and that COV (x2i, vi) =
0)
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Question 3 (10p)

Consider the following model:

yi = βxi + ui (1)

xi = Z ′iγ + vi (2)

All variables are deviated from their means. The (population) regression errors
are potentially correlated: COV (ui, vi) 6= 0. Equation (1) corresponds to the
structural equation and equation (2) to the �rst-stage regression. In this setting,
the small sample bias of 2SLS approximately equals

E(β̂2SLS − β) '
COV (ui, vi)

V AR(vi)

[
1

F + 1

]
where F is the population F -statistic in the �rst stage.

a) Derive an expression for the bias of OLS.

b) Discuss the bias of 2SLS when the instruments are weak: When are
instruments weak? What happens in the extreme case when the
instruments have no predictive value? What are possible solutions
to a weak-instruments problem?

Question 4 (15p)

Suppose you want to estimate the average e�ect of treatment on the treated
(ATT )

ATT = E(Yi(1)− Yi(0)|Di = 1)

You are prepared to assume that you can observe and control for all factors (X)
that confound the causal relationship between Yi and Di. A common empirical
approach in this scenario is matching.

a) State formally the minimal assumption that allows you to estimate
ATT in this setting

b) Compare matching to traditional regression. To what extent are
these two approaches di�erent? What are the advantages and dis-
advantages of matching relative to regression?
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Question 5 (15p)

Consider the following setting. You are interested in the e�ect of a binary
�treatment� (Di) on an outcome (Yi). The treatment is potentially endogenous,
however. To estimate the e�ect of the treatment on the outcome, you have
access to a binary instrument (Zi). All causal responses are allowed to be
heterogeneous in the population.

a) What assumptions do you have to impose in order to estimate a
meaningful treatment e�ect in this setting?

b) Use these assuptions to derive an expression that illustrates what
instrumental variables estimate in this setting.

Question 6: Evaluation of empirical stragies I (20p)

You are interested in estimating the (causal) return to college education. Thus,
you want to estimate the relationship:

lnYi = α+ βCollegei +X ′iγ + εi

where i indexes individuals, lnY denotes (the log of) annual earnings, College
years of college education, and X a set of control variables.

a) Consider estimating the above equation by OLS. Why is the OLS-
estimate of β likely biased? What is the likely sign of the bias?

b) An alternative approach is to use an admission rule. Admission to
a given program is typically based on entry credits (for instance
the grade point average from upper secondary school). Those who
are above the entry credit breakpoint are admitted to the program;
those who are below the breakpoint are not admitted to the program
(but may be admitted to another program). Figure 1 comes from
a recent paper using admissions data from 1982. Explain how the
admission rule can potentially help you in solving the identi�cation
problem you identi�ed under a). Explicitly specify any regressions
that you would estimate.

c) The remaining �gures (Figures 2-4) come from the same paper. Ex-
plain (brie�y) why each of the three �gures is important and what
you would conclude from each of the three �gures. (Please make
sure to specify which �gure you are talking about. For instance:
�Figure X shows. . . It is important because. . . From Figure X I
conclude. . . �).

d) Do you think that this empirical strategy can be used to estimate
the causal return to college education? Why or why not?
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Figure 1: College enrollment in 1982

Note: Circles are local averages. Solid lines around each circle show the 95% con�dence

interval.

Figure 2: Years of College 1996

Note: Circles are local averages. Solid lines around each circle show the 95% con�dence

interval.
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Figure 3: Parental years of education

Note: Circles are local averages. Solid lines around each circle show the 95% con�dence

interval.

Figure 4: Earnings 1996

Note: Circles are local averages. Solid lines around each circle show the 95% con�dence

interval.
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Question 7: Evaluation of empirical strategies II (20p)

A recent paper examines whether reading performance has a causal impact
on math performance. To examine this question the authors use data from
(di�erent waves of) PISA and focus attention on �rst-generation immigrants.

The structural equation of interest is the following:

MATHiodt = βREADiodt+ γAAi+ δLDod+X
′
iodtφ+αo+αd+αt+ εiodt (3)

MATH denotes math performance for student i, from country o, in destination
country d and PISA wave t; READ is a measure of reading performance which is
de�ned in analogy withMATH. AA denotes the age of arrival of the immigrant
student, LD the linguistic distance between origin and destination countries,
and X a vector of control variables. αo, αd, and αt are �xed e�ects for origin
country, destination country, and PISA wave. The coe�cient of interest is β.

The measure of linguistic distance comes from an algorithm comparing the
pronounciation of common words. The greater the distance between the PISA
test language (in the destination country) and the majority language of the
student's country of birth, the higher is LD.

The authors worry that READ is endogenous to math performance. As an
instrument for READ they use the interaction between linguistic distance and
age at arrival. The �rst-stage equation in their IV-strategy thus is

READiodt = b(AAi × LDod) + cAAi + dLDod +X ′iodtf + ao + ad + at + eiodt

Table 1 reports the main results. Across columns you see estimates with
di�erenct sets of control variables (they are de�ned in the table note).

a) Directly estimating equation (3) by OLS yields an estimate of 0.771
(standard error: 0.010) in a speci�cation that corresponds to column
(1) of Table 1. Does the di�erence between the OLS and IV esti-
mates comply with your priors regarding the bias of OLS? Motivate
your answer.

b) Evaluate the IV-strategy from an a priori point of view. Do you
think that the conditions for doing IV are ful�lled? Why or why
not?

c) Any di�erences particular to a pair of origin and destination coun-
tries are accounted for by controlling linearly for linguistic, cultural,
and geographic distance. Suggest a more �exible way of control-
ling for such di�erences that would still allow you to identify the
coe�cient of interest.
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Table 1: Main results

Notes: Country �xed e�ects include origin country �xed e�ects and destination country �xed

e�ects. Geographical distance is the distance of the capitals between origin and destination

country. Cultural distance is based on genetic proximity measure between populations (see

Spolaore and Wacziarg, 2009). Individual characteristics include student age and gender as

well as highest education of parents, highest occupational status of parents, and number of

books at home. School characteristics include school location, indicator for private school,

weekly math instruction time, enrollment, shortage of math and language teachers, and three

autonomy measures (content, personnel, and budget).
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