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Question 1. 

(a) Prove that the absolute value of the correlation between two random variables (R.V.) X 

and Y is smaller or equal to one. I.e.: prove 

 

|𝑐𝑜𝑟𝑟(𝑋, 𝑌)| ≤ 1 

 

       (b)  Show that Pr(𝑌 = 𝑦𝑗) = ∑ Pr⁡(𝑌 = 𝑦𝑗|⁡𝑋 = 𝑥𝑖) Pr(𝑋 = 𝑥𝑖)
𝑙
𝑖=1  

 

       (c)  Let 𝑌1,….𝑌𝑛⁡ be i.i.d with mean 𝜇𝑌  and⁡variance⁡σ2𝑌. Show that  𝑐𝑜𝑣(𝑌, 𝑌𝑖) = σ2𝑌/𝑛⁡ 

 

Question 2. 

The density function for a normally distributed R.V. X, with mean 𝜇  and⁡variance⁡𝜎2 is given by  

𝑓(𝑦) =
1

√2𝜋⁡⁡⁡𝜎
𝑒−(𝑦−𝜇)

2/2𝜎2
 

 

(a) Prove that any normally distributed variable, with mean 𝜇  and variance 𝜎2⁡can be 

expressed as standardized normal distribution with mean 0 and variance of 1.    

 

Question 3.  

Say that we are interested in the effect of 𝑋𝑖1on 𝑌𝑖. We specify the following equation:   

Yi = 0 + 1Xi1 + ui 
 

(a) Set up the optimization problem that solves for the OLS-estimators and the first 
order conditions.   In words, please describe the logic of the optimization problem. 
 

(b) Solve for the optimal values 
 

(c) Under which assumptions is the OLS-estimator of 1 an  unbiased and consistent 

estimator of 1. 
 

(d) Show that the OLS-estimator of 1 is an unbiased estimator of 1. 
 



 

Question 4.  

Social scientists are interested in the efficiency of imprisonment after the criminal served the 

time. We would like to know if a criminal commit fewer crimes in the future (defined Yi below) 

after imprisonment compared to say a criminal that was identical and committed an identical 

crime but instead only was sentenced to probation.   

Assume you observe an indicator P = 1 if individual i get prison and P = 0 if i get probation.  

Assume you observe the number of future crimes Yi (the outcome) for individual i.   

(a) If you would run an OLS-regression explaining Yi with the regressor Pi : 
(Yi = 0 + 1Pi + ui), discuss one potential omitted factor. 

 
We observe a randomized (natural) experiment for a subgroup of the Swedish population, 

namely drunk drivers.  If a drunk driver has a blood alcohol concentrations (BAC) equal to or 

above the threshold 1.5, he/she is often sentenced to prison while those just below are 

sentenced to probation. For simplicity, assume the threshold is strictly binding so if a drunk 

driver has 1.5 or above he/she is sentenced to prison and if below she/he is sentenced to 

probation. If we compare individuals close enough to the threshold, the treatment, P, will be “as 

good as” randomly assigned to the drunk drivers. We have in our sample 40 drunk drivers that 

had 1.501 in BAC and 40 individuals that had 1.491 in BAC and we are given the following: 

      𝑷′𝒀 = (
60
20

) 

(b) Explicitly calculate the  P′P⁡matrix in numbers 
 

(c) Calculate the determinant of P′P. What does it mean that it differs from 0? 
 

(d) Calculate the inverse of P′P  
 

(e)  Calculate the OLS-estimates and interpret them.  

 

Question 5. 

(a) Discuss the different type of correct standard errors used when using time series data. 
   

(b) Describe the assumptions required for estimating a dynamic causal effect with 
exogenous regressors using OLS. 

(c) Discuss the two major causes of non-stationarity and relevant tests in order to detect 
these hazards in a standard AR(1) forecasting model.  


