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Abstract

We study if harsher sentences deter or increastengling by exploiting two discontinuities in
the Swedish legal system against driving under itffieence. Above certain thresholds,
individuals tend to be sentenced to prison, whitlpriactice means one month in minimum-
security institutions or electronic monitoring, @gposed to probation. The results show that
individuals just above the thresholds commit feweames (e.g., drug-related crimes and
assaults) upon release than those receiving poobati
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1. Introduction
Imprisonment is highly debated both in the U.S. enBurope due to the high monetary costs

as well as ethical concerns. A potential benetité harsher penalties may reduce reoffending
if the punishment in itself is considered suffidlgndistasteful or if the treatment during
incarceration is successful. Alternatively, harghamishments may increase offending through
peer effects or stigmatization. However, it hasvproto be challenging to evaluate these
conflicting hypotheses since (i) individuals sergshto different punishments are not ex-ante
comparable and (ii) sentencing takes on multipledtments” such as incarceration, probation
and fines (e.g., Chalfin and McCrary, 2044d Mueller-Smith, 2015). A recent literature
attempts to address some of these problems, bevitlence is still limited when it comes to
how mild and short detentions, such as minimum-$gdastitutions or electronic monitoring,
affect crime as compared to probation.

In this paper, we are able to shed light on thésiesby exploiting two discontinuities in
the Swedish punishments for driving under the grilce. Specifically, above certain blood
alcohol concentrations (BAC), individuals are ofsemtenced to imprisonment while those just
below are sentenced to probation. In practice, isopment here implies either one month in a
minimum-security institution, or one month of electic monitoring. These two types of
punishments restrict the personal freedom in smailays and are mild in comparison to being
sentenced to a prison with high security stand&@ahsequently, we can use a regression-
discontinuity (RD) design to compare the reoffegdoehavior of ex-ante similar individuals
that are sentenced to either probation or imprisanimOur RD strategy is als® priori
attractive since neither drivers nor the police camipulate the BAC due the strict automated
administrative procedures in Sweden. In other wdifiisre is no reason to expect any sorting
of observations around the BAC threshdids.

The results indicate that the individuals just abtive thresholds commit significantly
fewer crimes (the reduced form effect is approxehaB0 percent) after serving their time,
compared to those sentenced to probation. Thet is=eiins to be due to deterrence as opposed
to incapacitation since the effect increases owae.t Another explanation would be that
individuals receive rehabilitation while in prisamd therefore commit fewer crimes in the
future. Such possibilities are, however, highlyited for imprisonment with short duration.

Our results speaks to the literature on the optieval of punishment. Previous empirical

studies that exploit plausible exogenous sourcearition in punishments have so far showed

1 We cannot reject the null hypothesis of no sorting by a formal statal test (McCrary, 2008).
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that milder forms of imprisonment tend to be bettemn harsher with respect to reoffending.
For example, Chen and Shapiro (2007) show that tesnassigned to minimum-security
institutions do not reoffend less, but possibly ejothan those above a cut-off level for
institutions with higher security. Mastrobuoni aherlizzese (2015) provide evidence in favor
of that one more year in a rehabilitating prisoduees reoffending compared to a year in a
normal prison while Drago et al. (2011) suggest tie@rsh prison conditions increase post-
release criminal activity.Di Tella and Schargrodsky (2013) show that eledtromonitoring
reduces reoffending compared to imprisonment. Thiesalts call for the question if the
punishment should be even lower than mild prisarteseees and electronic monitoring. Our
results suggest that, at least for drunk drivinidg imprisonment sentences including electronic
monitoring are in fact superior to non-custodialct@ns. Thus, taken together with the results
from the earlier literature, this indicates thatchgirison sentences may therefore be optimal.

Our study is most closely related to Hansen (208) also uses a RD approach based
on BAC thresholds. In contrast to our RD desigreréghare a much large number of
discontinuities in various punishments at the thoéds, which makes it hard to estimate the
effect of imprisonment on criminal behavior as oty Hansen. He therefore draws the
conclusion that harsher punishment, due to eithgrisonment, probation or fees, or a
combination of the different punishments, reducese.

Our paper is also related to the literature oni§ipateterrence, i.e., a convicted person’s
inclination to commit new crime. This literatureegsother types of exogenous sources of
variations in punishments, such as random allogatto judges or lawyers (e.g., Berube and
Green, 2007, Green and Winik 2010, Abrams 2011erand Doyle, 2013 and Mueller-Smith
2015), randomized amnesties (e.g., van der Wedif91Drago et al., 2009, Maurin and Ouss,
2009, Buonanno and Raphael, 2013, and Barbarind/astrobuani, 2014) and non-linearities
in the judicial system (e.g., Kuziemko 2012 andlidgrsson 2009a). The overall result from
this literature is inclusive.

Another related strand of literature focuses oregalrdeterrence, i.e., that imprisonment
may also deter the population at large. This litemincludes the study of three strikes and
you're out reform in California (Helland and Takar 2007), discontinuities at birthdays (Lee

and McCrary, 2009, Hjalmarsson, 2009b and Hinneeichl. 2016) and various law changes

2 Katz el al. (2003), in contrast, show that prisieath rates, which is used as a proxy for prisowitions, is
negatively correlated with subsequent crime ratese, however, there is no exogenous variationisop
conditions.
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(Kessler and Levitt, 1999, Raphael and Ludwig, 2868 Owens, 2009). This literature also
reveals mixed results.

The rest of paper is structured as follows. We wdiscthe background and the data in
Section 2. Section 3 discusses the empirical deSigm results are presented in Section 4 while

Section 5 concludes.

2. Background and data
In this section, we describe the background and. datarting with the Swedish laws against

driving under the influence, there are essentidlige different BAC thresholds: 0.2, 1.0 and
1.5, with significantly different levels of punisiemts. Individuals with a BAC level of above
0.2 only get a fine. In addition, they normallyédeir driving license for one yeain contrast,
individuals with a BAC level above 1.0 may sometine imprisoned. They also lose their
driving license (for two years) and are therefoequired to redo the whole procedure of
retaking the driving license. The harshest punisiineefor individuals that have a BAC level
above 1.5 since they are often sentenced to ptidtme length of imprisonment is normally
one monthThere are two major prison establishments in Swedegre those sentenced for
driving under the influence are typically placedey have a capacity of holding about 150
inmates altogether. These establishments havestheity class 3, on a 1 to 3 scale where 3 is
the most open establishment and where no conceedisures are taken to stop escapes. In fact,
the facilities are only locked at night.

When it comes to the administrative procedure ef BAC test, an individual has to
perform a screening breathalyzer test when caumghtpolice control. The test signals if the
BAC level is above 0.2. If the test result turntmube positive, the individual is required to take
two additional Breathalyzer tests. The proof matan court is the average of these two new
tests, less a 0.15 reduction (to account for eegsemption of food or medicine with small
amounts of alcohol). If the individual refuses até the Breathalyzer test, she needs to go to
the police station to take a blood test insteddblood test is also taken if there is reason to
suspect an intake of illegal drugs.

Turning to our data sources, data on Breathalysts and data on blood tests come from
the National Forensics Centre (NFC) while the critata originate from The Swedish National

3 For levels just above 0.2, the driving license maybe withdrawn, but above 0.32, the driving tise will be
immediately confiscated and the Swedish Transpgein&y will decide about future withdrawal.

4 The highest BAC level 1.5 used to be a law urg®4. It is now a norm which the Swedish courtscill
(NJA, 2002).

5 This contrasts with the US system where refusaldeo a penalty as if the BAC level was high.
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Council for Crime Prevention. The Breathalyzer #imbd test data cover the universe of all
individuals caught with a BAC level of above 0.2vbeen 2008 and 2012 in Sweden. Table 1
reveals that there about 46,000 observations iatBatyzer data and about 19,000 observations
in the blood dat&.The average BAC levels are much higher in the didata (0.86 vs 1.46),
which is a consequence of individuals tending fose the Breathalyzer test the larger the
alcohol intake.

The next step in the empirical analysis is to m#tehindividuals in the Breathalyzer and
the blood data with the data on sentencing. Ordyntlest severe crime is rendering an official
punishment in Sweden. We therefore need to resticanalysis to individuals that are being
sentenced with drunk driving as their most severeesince otherwise it is impossible to link
a specific punishment to a specific crime. In teetencing data, there are 41,437 cases where
drunk driving is the main crime and we can matcl1388 of these cases with the Breathalyzer
and the blood data combined, which gives us a metth of 80 percent. Finally, we only
analyze working adults (age 18-65) to avoid otleertencing-based thresholds in the Swedish
judiciary system. Thus, we therefore end up witj9@Sobservations in our analysis. Table 1

provides summary statistics of the data sets.

Table 1. Description of the data sets

Data Observations | BAC-level St.dev Min Max
Breathalyzer data 45,630 0.86 0.54 0.2 3.244
Blood data 19,410 1.46 0.73 0.2 4.5
Estimating sample 29,905

Notes. The Breathalyzer data has been scaled Vé@tter of two to be comparable with blood data.

Table 2 shows the crime data for the sample ofé®ifdividuals. The crime data include
the following four set of categories (i) traffid)(drugs (iii) violence and (iv) theft/burglary.
Traffic is by far the most common type of crime aoitted. We will use the total number of
crimes as our key dependent variable. The basehaeacteristics are age at crime, gender,
immigrants, income and unemployment. Only 14 pdr@e females and 21 percent are
immigrants. Income is measured as annual inconra fabor before tax one year before the
crime and is measured in 100 of SEK. Unemploym&atnual unemployment benefits in 100
of SEK.

61786 observations were duplicates, i.e., the sar®op and date occurring at least twice in totdltaey are
dropped. After dropping the duplicate combinatiohsffenders and date we are left with 65,040 oketéon.
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Table 2. Summary statistics for crime data andlbeseharacteristics

Crime categories Mean St.dev Min Max
Traffic 0.20z 0.65: 0 14
Drugs 0.0554 0.402 0 13
Violent 0.0331 0.206 0 6
Theft/burglary 0.0442 0.355 0 18
Total number of crimes 0.335 1.129 0 28
Baseline characteristics

Age at crims 43.5¢ 13.42 18 65
Femalr 0.137 0.34¢ 0 1
Immigrants 0.212 0.409 0 1
Income 1985 2010 0 44,089
Unemployment benefits 54.20 211.0 1,98¢

Notes. The number of individuals included in thadadset is 29,905.

3. The empirical design
In this section, we describe our empirical approgha general level, we are interested in

estimating the following population regression mode

(@H) Crime= a+ P+ uj,

whereCrimg is a measure of future criminal behavior of indixali andP; is an indicator for
being sentenced to some specific form of punishr{egt, imprisonment, probation, fees) and
ui is an error term that include all other factorst thffect crime. The parameter of interegt,is
which measures the causal effect of the specifinighument relatively to some other
punishment on recidivism. We would expect tha0 if the specific punishment deters future
crime in relation to the alternative punishment.

One of the empirical problem in estimating equaiibpis that the likelihood of being
sentenced to a specific form of punishment forréage individuali depends on unobservable
characteristics of either the crime committed @ thdividuals past criminal record. Thus,
without a plausible exogenous source of variatiopunishmentP; will be correlated with
unobserved characteristics in the error term, iGoy(u,P¥0. Another problem is that
counterfactual punishmer®;€0) is typically not well-defined since a judge maany types of
punishments at her disposal as noted previouslweder, thanks to our particular RD set-up
we can overcome both of these problems. Specificalir RD design allows us to compare

two types of punishment, namely probation versugrisonment, which include electronic
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monitoring. Since our RD design is fuzzy it canoalse expressed by the following two

equations:
(2) Pi=a+ bz +H(BAC) +vi
(3) Crime= c+ dz + g(BAC)) +wi

wherez; is an indicator for being above the BAC threshadlde casual effect can be measured
at the threshold as the ratio of estimateboh equation (2) andl in equation (3). This is
equivalent to a Wald estimator, where equationiglthe first-stage and equation (2) is the
reduced form relationship, as first discussed blgrHet al. (2001).

There are a number of different ways that one ggale@ment and present the results from
a RD design (e.g., Imbens and Lemieux, 2008, Leklamieux, 2010 and Calonico et al.,
2016). In this paper we will go through the followi steps in our RD analysis: (i) testing
whether the pre-treatment characteristics (agegnme¢ unemployment, gender and age at
migration) including the baseline outcomes (pashicial behavior) are balanced, (ii) testing
for sorting using the McCrary density test (201@&)) showing results where we pool the
observations across the two BAC thresholds (1.0 aBYlin order to significantly increase
statistical power, (iv) showing the results frontaege number of bandwidths including the
optimal one. Specifically, we will present bandwslistarting at 0.02 percentage point, which
is an extremely small neighborhood around the Hulels(BAC of 0.02 percentage points is
equivalent to a small fraction of a unit of alcohdgl/) showing results from both local linear

and quadratic polynomial specifications, (vi) shogvgraphical evidence.

4. Results
In this section, we report results from the RD desi We start by showing the test of balance

for the pooled sample. Table 3 shows these refault| baseline (pretreatment) characteristics
including the baseline outcomes. We use a locahlirregression estimator with a uniform
kernel. A large number of bandwidths are displayedolumns 1 to 7 starting with 0.02 and

ending with 0.26. Colum 8 shows the results frora dptimal bandwidth using the RD

estimator developed by Calonico et al. (2016). fégl shows the corresponding graphical
evidence. Table 3 reveals that all baseline charatts are balanced around the BAC
threshold.



A test of discontinuity in the density of the fargivariable using the McCrary (2008)
test does not indicate any sorting since the estidhaffect is 0.055 with a standard error of
0.050. Figure 2 shows the graphical evidence.

Turning to the first-stage estimates, Table 4 digpthese results in exactly the same way
as in Table 3. The only differences are that we alsow results from a local quadratic
regression estimator and present results with (PBnhand without (Panel A) the baseline
covariates. Figure 2 shows the graph of the fiages relationship. Table 8 shows that the first-
stage estimate is about 10 percentage points,therte is a jump in the probability of
imprisonment of 10 percentage points at the BA@ghold. Reassuringly, the estimated size
of the effect is very robust to choice of bandwjdpiolynomial specifications as well as
inclusion of baseline covariates.

Table 5 display the reduced form relationship far total number of crimes committed
in the future after the punishment period. We $e €stimated effect is abot®.10 which
implies that individuals commit 30% fewer crimeslétive a baseline of 0.335) if they have
been sentenced to imprisonment rather than prabafigain, the estimated effect is robust
across most of the specifications.

For completeness, Table 6 shows the instrumentahbla results, i.e., the Wald
estimator, which is the ratio of the reduced foffect and the first-stage estimate.

Table 7 shows the reduced form results for the @iffierent crimes categories (i) traffic
(i) drugs (iii) violence and (iv) theft/burglarydere we only show the results from the local
linear regression estimator including baseline dates. Table 7 reveals that all crime
categories with the exception of theft (burglarg@ eeduced, although some of the estimates

are somewhat imprecise.

5. Conclusions
Models of specific deterrence hold that the negagixperience of imprisonment will tend to

reduce the willingness to commit crime in the fetuand the harsher prison conditions the
larger will this effect be. However, the earligefature using exogenous variation in prison
standards has shown the opposite. Harsher comglitibanything, reduces the propensity to
commit crime in the future indicating that negatpeer effects and stigmatization dominates
the deterrent effect if it exists. This calls ftyetquestion if non-custodial sanctions would
reduce future crime even further. We therefore campsentences for drunk driving in
minimum-security prisons or electronic monitoringhanon-custodial sanctions. Interestingly
we find that, at least for drunk driving, thereaidower bound for this result. The optimal
7



punishment in terms of reducing future crime ratgsnuch as possible seems to be minimum-
security prisons. We note finally that more stud@susing on other types of crime and using

exogenous variation in the penalty would be vesfuidor policy makers.
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Figure 1: Graphs Baseline (pretreatment) charatiesi
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Figure 2. McCrary density plot

2.5

1.5

Notes: The estimated effect is 0.055 with a stesheeror of 0.050.

Figure 3. The first-stage relationship
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Figure 4. The reduced form relationship
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Figure 5. McCrary density plot
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Table 3.Balancing tests

1) (2 3) (4) (5) (6) (1) (8)
Bandwidths 0.02 0.06 0.10 0.14 0.18 0.22 0.26 Optimal
Ageat crime
BAC > -0.460 1.152 1.063 0.844 0.915 0.924 0.948* 0.924
threshold  (2.003) (1.121) (0.868) (0.721) (0.639) (0.579) 5g) (0.606)
Female
BAC > -0.003 -0.026 -0.017 -0.012 -0.006 -0.013 0.002 018.
threshold  (0.046) (0.028) (0.022) (0.018) (0.016) (0.015) oO1®) (.015)
Migrants
BAC > -0.03¢ -0.03¢ -0.00¢ 0.00¢ 0.001 -0.00( -0.00¢ -0.002
threshold  (0.054) (0.031) (0.025) (0.020) (0.018) (0.017) O®) (0.017)
Unemployed
BAC > 3.048 24.821 23.008* 8.255 2.393 -2.328 1.31910.395
threshold (30.497) (16.437) (12.683) (10.502)Y9.456) (8.572) (8.025) (10.315)
Labor income
BAC > -20.73: 74.50¢ 36.92¢ 37.79¢ 62.84¢ 75.31' 24.66¢ 54.85
threshold (233.566 (137.796 (108.306 (90.436 (83.076 (73.597 (67.239 (69.46%)
Total number of crimes
BAC > 0.033 -0.013 0.008 0.002 0.008 0.018 0.009 0.011
threshold  (0.047) (0.027) (0.022) (0.017) (0.015) (0.015) Of@y) (0.015)
Traffic crimes
BAC > -0.007 -0.012 0.004 0.009 0.008 0.012 0.009 0.008
threshold  (0.024) (0.015) (0.013) (0.010) (0.009) (0.010) O(®m) (0.009)
Nar cotics crimes
BAC > -0.000 -0.012 -0.005 -0.011 -0.007 -0.002 -0.0010.063
threshold  (0.025) (0.013) (0.009) (0.007) (0.006) (0.006) O@m) (0.006)
Violent crimes
BAC > 0.02¢ -0.00( -0.00¢ -0.00: -0.001 0.001 0.00( (.001
threshold  (0.017 (0.009 (0.007 (0.006 (0.005 (0.005 (0.004 (0.00%
Theft/burglary crimes
BAC > 0.016 0.010 0.013* 0.006 0.007 0.008* 0.000 0.005
threshold  (0.013) (0.008) (0.007) (0.006) (0.005) (0.005) O(m) (0.004)
N 917 2586 4225 6100 7770 9488 11154

Notes: Each entry is a separate regression. Inmowul-7, we have used local linear regressionsavith
rectangular kernel. In Column 8, we have useddhebust as developed by Colonico et al (2016).
Heteroscedasticity-robust standard errors are withrentheses. Coefficients significantly differotn zero
are denoted by the following system: *10%, **5%¢d*1%.
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Table 4. First-stage estimates

Polynomial (1) (2) (3) (4) (5) (6) (7) (8)
Bandwidths 0.02 0.06 0.10 0.14 0.18 0.22 0.26 Optimal

Panel A: No Controls

1 0.009 0.077*** 0.108*** 0.103*** 0.101*** 0.095*** 0.083***  0.096***
(0.051) (0.030) (0.023) (0.019) (0.017) (0.016) o) (0.021)
BAC >
threshold 2 0.124 0.023 0.057 0.084*** 0.094*** 0.098*** 0.11% 0.106***
(0.078 (0.046 (0.035 (0.029 (0.026 (0.023 (0.022 (0.022
N 917 2586 4225 6100 7770 9488 11154
Panel B: With Pretreatment controls
1 -0.009 0.071** 0.104*** 0.103*** 0.102*** 0.098*** 0.084*** 0.096***
(0.054) (0.030) (0.023) (0.019) (0.017) (0.016) o) (0.021)
BAC >
threshold 2 0.083 0.006 0.055 0.083*** 0.094*** 0.097*** 0.118* 0.100***
(0.084) (0.047) (0.036) (0.029) (0.026) (0.023) 092) (0.022)
N 906 2559 4169 6019 7670 9368 11012

Notes: The dependent variable is an indicator éndpabove the 1.0 or 1.5 BAC thresholds. Eaclyasita separate regression. In columns 1-7, we hagd local linear
regressions with a rectangular kernel. In Columwe3have used the rdrobust as developed by Col@tiab(2016). The optimal bandwidth in Column 8 @r143, 0.289,
0.143 and 0.271 respectively. Heteroscedasticiysbstandard errors are within parentheses. @aits significantly different from zero are dertey the following
system: *10%, **5%, and ***1%.

16



Table 5. The reduced-form estimate.

Polynomial (1) (2) (3) (4) (5) (6) (7) (8)
Bandwidths 0.02 0.06 0.10 0.14 0.18 022 0.26 Optimal
Panel A: No Controls
1 -0.162 -0.115 -0.092 -0.103* -0.088* -0.108** -09r2* -0.106**
(0.173) (0.092) (0.070) (0.053) (0.049) (0.045) 043) .04519
BAC >
threshold 2 -0.269 -0.231 -0.195* -0.126 -0.108 -0.080 -0.073 0.090
(0.273 (0.155 (0.109 (0.088 (0.075 (0.066 (0.060 (0.065
N 917 2586 4225 6100 7770 9488 11154
Panel B: With Pretreatment controls
1 -0.257* -0.107 -0.122** -0.103** -0.088** -0.112*** -0.118*** -0.106**
(0.147) (0.081) (0.059) (0.047) (0.044) (0.041) 01 ) (0.045)
BAC >
threshold 2 -0.253 -0.266** -0.188** -0.162** -0.117* -0.075 087 -0.092
(0.257) (0.131) (0.092) (0.075) (0.064) (0.058) 083) (0.059)
N 906 2559 4169 6019 7670 9368 11012

Notes: The dependent variable is the total nurobérture crimes. Each entry is a separate regyassi columns 1-7, we have used local linear resioms with a
rectangular kernel. In Column 8, we have useddhebust as developed by Colonico et al (2016). dtemal bandwidth in Column 8 are 0.253, 0.27058.2and 0.248
respectively. Heteroscedasticity-robust standamre@are within parentheses. Coefficients signifibadifferent from zero are denoted by the follagiisystem: *10%,

**5%, and ***1%.
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Table 6. IV-estimates

Polynomial (1) (2) (3) (4) (5) (6) (7) (8)
Bandwidths 0.02 0.06 0.10 0.14 0.18 022 0.26 Optimal
Panel A: No Controls
1 -28.313 -1.376 -0.929 -1.017* -0.859* -1.086** -@ 9> -1.099**
(209.680) (1.305) (0.670) (0.540) (0.490) (0.498) 0.566) (.503)
BAC >
threshold 2 -3.318 -12.885 -3.219 -1.634 -1.165 -0.869 -0.662 0.898
(4.113 (33.348 (2.538 (1.160 (0.826 (0.688 (0.520 (0.686
N 917 2586 4225 6100 7770 9488 11154
Panel B: With Pretreatment controls
1 29.806 -1.503 -1.172* -0.994** -0.866* -1.151** 4N0*** -1.026**
(187.647) (1.316) (0.619) (0.496) (0.453) (0.461) 0.515) (0.463)
BAC >
threshold 2 -3.059 -42.744 -3.452 -1.947* -1.246 -0.782 -0.735 -0.975
(4.410) (320.901) (2.811) (1.121) (0.767) (0.628) 0.470) (0.671)
N 906 2559 4169 6019 7670 9368 11012

Notes: The dependent variable is the total nurobérture crimes. Each entry is a separate regyassi columns 1-7, we have used local linear resioms with a
rectangular kernel. In Column 8, we have useddhebust as developed by Colonico et al (2016). gtenal bandwidths in Column 8 are 0.253, 0.27230.and 0.248
respectively. Heteroscedasticity-robust standame@are within parentheses. Coefficients signifibadifferent from zero are denoted by the follagiisystem: *10%,

**5%, and ***1%.
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Table 7. The reduced-form estimates different crimes

(1) (2) (3) (4) (5) (6) (7) (8)
Bandwidths 0.02 0.06 0.10 0.14 0.18 0.22 0.26 Optimal
Total number of traffic related crime (drunk driving included)
BAC > -0.065 -0.048 -0.068* -0.052 -0.047 -0.055** -0.846 -0.048*
threshold (0.097) (0.051) (0.040) (0.032) (0.029) (0.027) 0g®) (0.029)
Total number of narcotics related crime
BAC > -0.157** -0.055 -0.038* -0.033* -0.034** -0.037** 0-045*** -0.044***
threshold (0.065) (0.035) (0.023) (0.018) (0.017) (0.015) 01®) (0.017)
Total number of violence related crime
BAC > -0.057* -0.041** -0.026* -0.018 -0.010 -0.013 -0m2 -0.017
threshold (0.032) (0.017) (0.014) (0.012) (0.010) (0.009) 00®) (0.010)
Total number of burglary and theft related crime
BAC > 0.022 0.037* 0.010 -0.000 0.003 -0.007 -0.007 0.008
threshold (0.035) (0.022) (0.017) (0.014) (0.013) (0.013) 01a) (0.015)
N 90¢ 255¢ 416¢ 601¢ 767( 936¢ 1101z

Notes: Each entry is a separate regression. In columnsae have used local linear regressions with anggtlar kernel. In Column 8, we have used the
rdrobust as developed by Colonico et al (2016). dptemal bandwidths in Column 8 are 0.251, 0.26208 and 0.187 respectively. Heteroscedasticity-
robust standard errors are within parentheses fiCieeits significantly different from zero are déead by the following system: *10%, **5%, and ***1%.
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